
E600 Mathematics

Fall Semester 2023

Self-study Exercises 2

to be solved by August 28

Topics: Matrix Algebra

Exercise 1: Matrix Multiplication

a.) Two Matrices (online)

Determine whether the following matrices exist, and if so, compute them: 𝐴𝐵, 𝐵′𝐴′ and 𝐵𝐴 for

𝐴 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 2
3 −5
−2 3

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
and 𝐵 =

⎛⎜⎜⎜⎜⎝
−1 2 −3
4 −5 6

⎞⎟⎟⎟⎟⎠

Hint: Be aware of the rules for transposition and matrix operations to take some shortcuts!

b.) Some more Products

Let

𝐴 =
⎛⎜⎜⎜⎜⎝
1 0 −1
2 3 1

⎞⎟⎟⎟⎟⎠
, 𝐵 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1
2 −1
−4 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, 𝐶 =

⎛⎜⎜⎜⎜⎝
−5 3
2 4

⎞⎟⎟⎟⎟⎠
.

Determine whether the following matrices exist, and if so, compute them:

1. 𝐴𝐵 2. 𝐵𝐴 3. 𝐵′𝐴′

4. 𝐵𝐴 + 𝐶 5. 𝐴𝐵 + 𝐶 6. (𝐴𝐵 + 𝐶)′

Hint: Be aware of the rules for transposition and matrix operations to take some shortcuts!

c.) Right-Multiplication of Vectors and Dimensionality

Let 𝐴 be the matrix as in b.). What 𝑛 ∈ ℕmust we choose so that 𝑥 ∈ ℝ𝑛 can be right-multiplied

to 𝐴, i.e. as 𝐴𝑥? What about 𝐴′𝑥?



Exercise 2: Elementary Matrix Operations

Here, we convince ourselves again that the elementary operations really work in the way we

introduced them: Consider the matrix

𝐴 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑖

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

De�ne the matrix 𝐸 so as to

1. interchange rows 2 and 3 (call the matrix 𝐸1),

2. multiply rows 1 and 3 with 𝜆 = 5 ≠ 0 (call the matrix 𝐸2),

3. subtract two times row 1 from row 2 (call the matrix 𝐸3).

Multiply out 𝐸𝐴 for 𝐸3 and check that indeed, the respective operation is performed.

Exercise 3: Determinant, De�niteness and Eigenvalues

a.) Determinant Rules (online)

For the following matrices, compute the determinant using an appropriate rule.

1. 𝐴 =
⎛⎜⎜⎜⎜⎝
3 8
2 −1

⎞⎟⎟⎟⎟⎠

2. 𝐵 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 −2 4
−1

2
1
4 −1

8
1 2 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

3. 𝐶 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 2
3 1 −1
2 2 4

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

Hint: You can test your understanding of the Laplace method by using an appropriate

expansion at 3. (of course, the 3 × 3 rule is still perfectly �ne here as well).

b.) De�niteness (online)

Consider the matrix

𝐴 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

2 1 0
0 3 1
−1 1 −1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

Is 𝐴 positive or negative (semi-)de�nite? What can you say about the invertability of 𝐴 from

this fact?



Exercise 4: Matrix Inversion

a.) Concrete Examples

For the following matrices, perform a test for invertability (using e.g. the determinant) and,

if possible, compute the inverse matrix, using either a shortcut theorem or the Gauss-Jordan

method:

1. (online) 𝐴 =
⎛⎜⎜⎜⎜⎝
3 8
2 −1

⎞⎟⎟⎟⎟⎠

2. (online) 𝐵 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

−3 2 4
−6 5 4
1 −1 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

3. 𝐶 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

2 1 3
1 0 1
0 1 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

b.) The 2x2-Rule

(i) Derive 2x2 rule for the inverse, i.e. show that

If 𝐴 =
⎛⎜⎜⎜⎜⎝
𝑎 𝑏
𝑐 𝑑

⎞⎟⎟⎟⎟⎠
with det(𝐴) = 𝑎𝑑 − 𝑏𝑐 ≠ 0, then 𝐴−1 = 1

det(𝐴)
⎛⎜⎜⎜⎜⎝
𝑑 −𝑏
−𝑐 𝑎

⎞⎟⎟⎟⎟⎠
.

To do so, either use the Gauss-Jordan algorithm or multiply out 𝐴𝐴−1 and 𝐴−1𝐴.

(ii) Can you invert 𝐶 of Problem 2? If so, what is 𝐶−1?

Bonus Question: A Huge Matrix (online)

In rare cases, you may come across applications where you need to invert �bigger� matrices than

we usually deal with, i.e. matrices of higher dimension. Generally, this is quite computation-

intensive, however, some matrices make your life easier than others. This exercise gives you some

examples where despite matrix size, invertability checks and inversion are still manageable.

For the following matrix, perform a test for invertability (using e.g. the determinant) and,

if possible, compute the inverse matrix, using either a shortcut theorem or the Gauss-Jordan

method:



𝐵 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 1 0 1 0 1 0
0 2 0 2 0 2 0 2
0 0 3 0 3 0 3 0
0 0 0 4 0 4 0 4
0 0 0 0 5 0 5 0
0 0 0 0 0 6 0 6
0 0 0 0 0 0 7 0
0 0 0 0 0 0 0 8

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Exercise 5: Eigenvalues, De�niteness and Invertability

Let 𝐴 =
⎛⎜⎜⎜⎜⎝
3 2
2 1

⎞⎟⎟⎟⎟⎠
. Determine the eigenvalues of 𝐴. What can you say about 𝐴's de�niteness? Is

𝐴 invertible? How could you have checked invertability more directly?

Exercise 6: Linear Independence Tests

The rank concept is sometimes perceived to be a bit awkward. In large parts, this comes from

the application speci�city of many approaches to determine the rank: they may work well in

some cases but less well in others - if you came across the concept in your previous studies, this

issue will likely seem familiar. A fairly easy way out is the matrix-based independence test we

saw in class, which provides a uniformly applicable method to determine the rank. The following

exercise practices this very useful test.

Consider the following sets of vectors:

𝑆1 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
−2
4

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

2
3
4

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

13
37
16

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
, 𝑆2 =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
0
2
4

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2
−1
1
−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

3
0
3
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

, 𝑆3 =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−2
2
2
4

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2
−1
1
−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

3
−1
3
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

.

are these sets linearly independent?

Hint: Recall that to perform the test, you need to bring the matrix of stacked column vectors

to (generalized) triangular form and investigate the rank.
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